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ABSTRACT Tertiary structure of supercoiled DNA is a
significant factor in a number of genetic functions and is
apparently affected by environmental conditions. We applied
atomic force microscopy (AFM) for imaging the supercoiled
DNA deposited at different ionic conditions. We have em-
ployed a technique for the sample preparation that permits
high-resolution AFM imaging of DNA bound to the surface in
buffer solutions without drying the sample (AFM in situ). The
AFM data show that at low ionic strength, DNA molecules are
loosely interwound supercoils with an irregular shape. Plec-
tonemic superhelices are formed in high-concentration, near-
physiological salt solutions. At such ionic conditions, super-
helical loops are typically separated by regions of close helix–
helix contacts. The data obtained show directly and
unambiguously that overall geometry of supercoiled DNA de-
pends dramatically on ionic conditions. This fact and the for-
mation of close contacts between DNA helices are important
features of supercoiled DNA related to its biological functions.

DNA supercoiling is thought to play key roles in genetic
processes in the cell (1). One fundamental feature of DNA
supercoiling is that distantly separated DNA regions can be
brought in close proximity. Bringing two distant sites into
proximity is required for DNA recombination (2–5), for the
control of DNA supercoiling by DNA topoisomerases (6–8),
and for gene regulation through DNA looping (9–11). A
conventional model for supercoiled DNA is a plectonemic
helix in which both strands interwind each other. However,
DNA is a highly charged polymer, so that electrostatic repul-
sion of negatively charged DNA helices opposes folding and
especially formation of close contacts between DNA regions.
Counterions shield the negative charge of DNA and hence
decrease the repulsion between DNA segments. So the fol-
lowing questions arise. Does the geometry of supercoiledDNA
depend on ionic strength? If it does, then to what extent do salt
conditions change the geometry of supercoiled DNA? Finally,
what is the geometry of supercoiled DNA at different ionic
conditions? These questions are of great importance because
the configurations of supercoiled DNA are ultimately related
to its functions.
Monte Carlo simulations of supercoiling (12–18) have

shown that ion concentration has a strong effect on confor-
mation of supercoiled DNA. In particular, systematic theoret-
ical studies of the effect of ionic strength on the geometry of
supercoiled DNA were performed by Vologodskii and Coz-
zarelli (15, 16). Experimental data on the salt-dependent
geometry of supercoiled DNA are quite controversial. Elec-
tron microscopy (EM) was successfully applied to studies of
DNA supercoiling, and systematic studies of the structure of

supercoiled DNA were performed by Boles et al. (19). They
found no changes in geometry of molecules when spreading
conditions were changed from a low salt buffer to a buffer
containing 10 mM MgCl2, which is equivalent to a high salt
solution (20). On the contrary, light scattering (21, 22) indi-
cates that the geometry of supercoiled DNA should be sensi-
tive to ionic conditions. Unfortunately, light scattering data do
not allow one to retrieve the exact geometry of supercoiled
DNA molecules. Most of the data are interpreted in the
framework of a toroidal model for DNA supercoiling rather
than a plectonemic model supported by EM studies. Very
recently, a thorough study of the effect of ionic conditions on
conformations of supercoiled DNA has been performed in the
laboratory of N. Cozzarelli (V. Rybenkov, A. Vologodskii and
N. R. Cozzarelli, unpublished work). In this study, sedimentation
data of supercoiled DNAwere analyzed in a broad range of ionic
conditions, and the authors concluded that the electrostatic
interaction of DNA is the primary determinant of conformations
of supercoiled DNA.
The major concern with EM as the main direct visualization

method is that the sample preparation procedure for DNAmay
result in artifacts (15, 18). Application of the cryo-EM tech-
nique to studies of supercoiled DNA made it possible to
observe changes of the overall geometry of the molecules
induced by Mg ions (23, 24). However, evaporation of water
during the sample preparation cannot be avoided, so the ionic
conditions of the vitrified sample are not well specified.
To study conformation of supercoiled DNA in solution at

different ionic conditions, we used atomic force microscopy
(AFM; ref. 25). AFM was successfully applied to structural
studies of numerous biological molecules and their complexes
(26–30). We have developed a substrate preparation proce-
dure (aminopropyl mica: AP-mica; refs. 30–34) permitting the
deposition of the sample in a broad range of environmental
conditions. The recent development of the instrument
achieved in Hansma’s group (tapping mode in liquid; ref. 35)
permitted them to resolve helical periodicity of DNA imaged
in propanol (36). We have combined the advantages of AP-
mica described above with the use of tapping-mode AFM in
attempts to visualize supercoiled DNA by imaging in buffer
solution without drying the sample.

MATERIALS AND METHODS
DNA Samples. Plasmid DNAs were the gift of S. Adhya and

T. Aki (National Institutes of Health, Bethesda). Plasmids
were purified according to the procedure described in ref. 37.
The samples were used in AFM experiments without addi-
tional purification. Aliquots of the DNA stock solutions in TE
buffer (20 mM TriszHCl, pH 7.6y1 mM EDTA) were dissolved
in 50 ml of appropriate buffer before imaging. The final
concentrations of DNA pSA509 and mini plasmid were ca. 0.8
nM and 2 nM DNA molecules, respectively.
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Preparation of Samples for AFM. Throughout this work,
only mica functionalized with 3-aminopropyltriethoxy silane
(APTES; AP-mica) was used a substrate. The procedure for
preparation of AP-mica has been described (31–34). The
activation of mica in vapors of APTES for 2 h was sufficient
to obtain uniformly modified substrates suitable for deposition
of DNA and DNA–protein complexes (30, 34). The AP-mica
stored under argon remained active for 4–5 weeks (34). For
imaging in situ, 1 3 1 cm pieces of AP-mica were mounted on
the sample stage on the microscope (NanoScope III, Digital
Instruments, Santa Barbara, CA), and 25 ml of DNA solution
was injected into the gap between the glass tip holder and the
AP-mica. For imaging in air, 10 ml of the sample was placed
onto pieces of AP-mica for 2 min, thoroughly rinsed with
deionized water (ModuPure Plus, Continental Water System
Corp., San Antonio, TX), and argon-dried.
AFM Imaging. The NanoScope III MultiMode system (Dig-

ital Instruments) operated in tapping mode was used for these
experiments.
For imaging in liquid, Si3N4, 100-mm-long NanoProbe tips

were used. They weremounted on a glass tip holder for tapping
mode (Digital Instruments), and the tip was manually ap-
proached to the AP-mica surface mounted on the sample stage
on the microscope. Approach was stopped when the distance
between the tip and the surface was 20–50 mm. The DNA
solution (25 ml) was injected into a small gap between the mica
surface and the tip holder, and the tip was brought into tapping
range under control of the instrument. The scanning param-
eters were as follows: frequency, 8–9 kHz; scanning rate, 1.97
Hz. The images were taken in the topographic mode.
For imaging in air, NanoProbe TESP (Digital Instruments)

tips were used. The typical tapping frequency was 240–280
kHz, and the scanning rate was 1.97 Hz.

RESULTS
The experimental procedure in these experiments was straight-
forward. A solution of DNA was injected into a cell, and the
molecules bound to the surface were imaged without drying of
the sample. A typical large-scale AFM image of the sample in
TE buffer is shown in Fig. 1A. A high-resolution image of a
DNAmolecule obtained by scanning over a small area is shown
in Fig. 1A (Inset). Computer traces of typical examples of the
molecules of this type are shown in Fig. 1B. The main feature
of the sample prepared at these low salt conditions is that the
DNA molecules as long as 3.76 kb (pSA509 plasmid) have an
irregular geometry, sometimes rosette-like rather than plec-

tonemic superhelical. Mini circles predominately (65%) look
like relaxed circles (Fig. 1B).
The same sample was imaged in a high salt concentration

solution, and a large scan image is shown in Fig. 2A. A general
feature of DNA images obtained at these high salt conditions
is that DNA molecules have a tightly twisted geometry typical
of a conventional plectonemic supercoiled DNA. Computer
traces of a number of typical examples of supercoiled mini and
pSA509 plasmids imaged at these ionic conditions are shown
in Fig. 2B. Mini circles predominantly adopt a figure eight
shape ('80%) with a lesser amount of relaxed molecules
('20%). Thus the same supercoiled DNA molecules at high
ionic strength adopt a geometry that is completely different
from the geometry at low salt conditions (see Fig. 1B). We
therefore conclude that the geometry of supercoiled DNA de-
pends dramatically on ionic strength. There are several important
features of the AFM data obtained at different ionic conditions.
The first one is mobility of DNA bound to the surface.
The mobility of DNA at the surface–liquid interface was

observed at all ionic conditions, including low salt TE buffer.
A set of data illustrating the mobility of DNA bound to
AP-mica in TE buffer is shown in Fig. 3. The images are
consecutive scans taken with the interval 4.5 min over the same
area of 300 3 300 nm with one mini circle and one pSA509
plasmid molecule. An interesting feature of the image in Fig.
3A is a streaky large loop is indicated with an arrow.We believe
that this part of the molecule was in a motion during scanning.
This loop became bound more stably at a new position because
there is no movement of this part of the plasmid during the
second scan (Fig. 3B). The mini circle became rather thick and
streaky in several parts. We assume that this is the indication
of a loose interaction between the molecule and the surface.
The image in Fig. 3C shows that the mini circle has changed
its shape. Notice that the change of the shape of mini circles
took place between the scans; hence this movement of DNA
is the result of thermal motion of the molecule itself rather
than a tip-induced effect. This means that although electro-
static interaction between the DNA molecules and the AP-
mica surface is strong enough to prevent displacement of DNA
by the scanning tip, it is not sufficient to withstand the thermal
motion of the molecules. Thermal motion may result in
desorption of the whole molecule, and such desorption–
adsorption cycles were observed for the samples imaged in
high salt conditions (data not shown).
Another interesting feature of the AFM images of DNA in

solution is the thickness and height of the DNA strands. Both

FIG. 1. (A) TE buffer (20 mM TriszHCl, pH 7.6y1 mM EDTA). (Inset) A fragment of the high-resolution image taken over 380 3 380 nm. The
DNA width between the arrows is '3 nm. (B) Computer traces of a number of images of pSA509 plasmid (Upper) and mini circles (Lower).
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parameters can be determined by the use of the cross-section
option of the NanoScope software, and one example is shown
in Fig. 3D. The width of DNA molecules determined from
different cross-sections of images shown in Fig. 3 is 2.8 6 0.8
nm. (Because the mobility of molecules should result in
widening of the images, the measurements of the DNA width
were done for non-streaky and hence stably bound parts of
plasmid DNA in Fig. 3.) The AFM width of DNA is very close
to 2 nm, the crystallographic width of B-DNA, keeping in mind
inevitable widening of DNA due to a finite size of the AFM
probes (28–33). It is remarkable that images of DNA at such
high resolution can be obtained by scanning in buffer solution
of fully hydrated samples that were never dried. Such high-
resolution data for individual DNAmolecules have never been
obtained with AFM for any type of water solutions (28–30).
Similar resolution was only obtained for individual DNA
molecules imaged in propanol (36) and for closely packed
DNAmolecules assembled on a highly charged cationic bilayer
surface (38). The height of the DNA strands was 1.74 6 0.37
nm, another characteristic of DNA that is very close to the
B-form helix diameter.
The third important feature was found for the samples

imaged at high salt solutions. In the majority of cases, super-
coiled loops are divided by regions where both DNA strands
are in a close contact with each other. These features are
indicated by small arrows in Fig. 2A and are easily recognized
in Fig. 2B (molecules a–j). The regions of a tight contact
between DNA segments are formed in mini circles as well.
These sites may be found between two loops (Fig. 2B, image
m). A region of tight twisting may be attached to a loop leading
to formation of molecules with a racket-like geometry (Fig. 2B,
image n).
What is the structure of DNA at the regions? Are the DNA

strands tightly interwound or do they simply stick to each other
without interwinding? An analysis of AFM data showed that
the mean number of loops is 8–9. This number is lower than
the 16 nodes expected for molecules with a natural supercoil-
ing density (s 5 20.05; ref. 19), indicating that interwinding
of DNA strands at the regions of close lateral contacts takes
place. The height and the width measurements of these DNA
regions (unpublished work) also indicate interwinding of the
DNA segments at the regions of close contacts. The direct data
are shown in Fig. 4. They illustrate the evolution of the shape
of a DNA molecule as a function of time (the scanning was
performed in solution with an intermediate amount of salt, 80
mM NaCl). Two elongated, thick regions of close DNA–DNA

contacts are indicated with arrows in Fig. 4. The DNA strands
in these regions move apart slightly, leading to formation of
small loops (cf. Fig. 4 A–C).
Technically, the procedure of AFM imaging in air is much

simpler than in solution, but DNA may change its conforma-
tion during the steps of the sample preparation followed by the
deposition of the sample. We investigated possible artifacts
connected with the sample preparation procedure by direct
comparison of the results obtained in liquid and in air. AFM
images of dried samples obtained by deposition from low salt
and a high salt buffer solutions are shown in Fig. 5. DNA
molecules of the sample prepared in TE buffer (Fig. 5A) adopt
a loose geometry and generally the shape of these molecules
is very similar to that for the sample imaged in solution (cf. Fig.
1). The DNA deposited from the high salt concentration
solution (Fig. 5B) look like plectonemic supercoiledmolecules,
and generally these images are very similar to those obtained
in solution (cf. Figs. 2 and 5B). We thus conclude that DNA
molecules remain at their place and withstand the rinsing–
drying steps of the sample preparation procedure (30–34). We
performed measurements of the width and the height of the
DNA strands for images obtained in air. These numbers are
4.94 6 0.78 nm and 1.11 6 0.21 nm for the width and the
height, respectively (for the sample deposited from TE buffer).
The larger width of DNA imaged in air in comparison with that
for imaged in TE buffer (4.94 nm vs. 2.8 nm) is explained by
the capillary effect, a phenomenon reported earlier in our
work and the work of others (28–32). The height of dried DNA
is smaller than for hydrated sample (1.11 nm vs. 1.74 nm). The
height of DNA in AFM images in air and in solutions varies
between '0.5 and '1 nm (39), and this deficit in height was
attributed to adhesion effects (33), tip-induced compression of
the DNA helix, or formation of adlayer on the surface (ref. 39
and references therein). It is important that all these artifacts
complicating the interpretation of the AFM data can be
eliminated by imaging in situ.

DISCUSSION
The AFM data shown above demonstrate directly that the
geometry of supercoiled DNA depends dramatically on ionic
strength. However, since we image DNA molecules bound to
the substrate surface, the question of the extent to which
binding to the substrate changes the geometry of DNA mol-
ecules arises. Because themethods described in this paper were
never before applied to studies of conformation of supercoiled
DNA, we discuss this issue in more detail.

FIG. 2. (A) AFM images of DNA in TE buffer plus 160 mM NaCl. Several regions of a close DNA–DNA contacts are indicated with arrows.
(B) Computer traces of a number of high salt images of pSA509 and mini plasmids.

498 Biophysics: Lyubchenko and Shlyakhtenko Proc. Natl. Acad. Sci. USA 94 (1997)



We used as substrate AP-mica, which was obtained by
treatment of freshly cleaved mica with 3-aminopropyltriethoxy
silane to attach positively charged amino groups to the mica
surface (30–34). The AP-mica has the following characteris-
tics, which are important for understanding the process of
binding DNA to this surface.
First, the bonds between AP moieties and the mica surface

are stable. The idea of preparation of positively charged
AP-mica is similar to that widely used for preparation of
sorbents for affinity and HPLC chromatography (refs. 30, 31,
and 34 and references therein). The covalent Si-O-Si bonds are
very stable; their hydrolysis accelerates at extreme acidic pH
and by extraction with boiling water for several hours (40).
Second, AP-mica interacts with DNA electrostatically since
the DNA molecules can be desorbed from AP-mica by incu-
bation in high concentrated salt solution (0.5–2 M NaCl; ref.
31). Finally, AP-mica is a surface with a low density of
positively charged amino groups. This is because (i) the
procedure of preparation of AP-mica (reaction of mica with
APTES) takes place at a very low concentration of chemical
in vapor and at ambient conditions (30–34) and (ii) mica is a
rather inert material, so only a limited number of hydroxyl
groups are available for reaction with APTES (30, 41). These

conditions permitted us to obtain a smooth and flat surface
that can be used as a substrate for AFM studies of DNA (31).
From the AFM data (imaging of short DNAmolecules and the
samples densely coated with DNA; ref. 30) we estimate the
mean distance between AP moieties as 10–30 nm. The direct
measurements of the surface density of amino groups on
AP-mica by the peroxidase-biotin-streptavidin assay (42) give
a rather close number, 25 6 10 nm (P. Hinterdorfer, personal
communication). We used the Gouy–Chapman theory (43) to
calculate the surface potential of AP-mica. We obtained the
value of 2 mV for the surface potential for the density of AP
groups s 5 1y100 nm2 at 0.1 M salt concentration and'7 mV
for 0.01M salt solution. Even the last figure is considerably less
than 25 mV, the potential for a monovalent ion in solution at
room temperature (42). These estimates indicate that AP-mica
is a surface with a low charge density, leading to the conclusion
that the concentration of ions near the surface is slightly
different from their bulk concentration.
Keeping in mind the features of AP-mica described above,

we suggest the following mechanism of binding of DNA to this
surface. The DNA molecules approach to the surface and
interact with AP-mica electrostatically by forming contacts
with amino groups at the AP-mica surface. Probably, multiple

FIG. 3. DNAmotion during scanning (A–C). AFM images in TE buffer over a 3003 300 nm area. The images inA–C were taken with an interval
of 4.5 min. The section of the plasmid DNA that was in motion during scanning of the image in A is indicated with an arrow. Z-range for all the
images is indicated by the Inset in Fig. 3B. D illustrates the procedure for measurements width (W) and height (H) of DNA by a cross-section option
of the NanoScope III software. The data were obtained for the mini circle shown in Fig. 3A. The measurements were done for the part of the
molecule that was stable during scanning.
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contacts between the molecule and the surface are formed
simultaneously, and after that other segments of DNA stick to
the surface, leading to eventual stable binding of the whole
molecule. The fact that AP-mica is a surface with a low charge
density, has two main consequences. First, the DNAmolecules
retain their almost unperturbed configuration even in the
immediate vicinity of the surface. So one may expect that the
configuration of DNA molecules bound to the surface should
be close to their geometry in solution. Second, because of the
limited number of contacts between the DNA molecules and
the surface, loosely bound segments can dissociate and move
to another position, leading to a dynamic behavior of DNA
molecules at AP-mica surface. We did observe such segmental
motion of DNA. Moreover, the effect was higher in concen-
trated salt solutions. The last two observations indicate directly
a weak interaction between DNA molecules and the AP-mica

surface and thus prove the assumption we made above, i.e., the
conformation of DNAmolecules remains almost unchanged as
they approach and bind to AP-mica.
However, this is an idealized model that does not consider

the inevitable nonuniformity of surface modification. Al-
though the experiments with high concentratedDNA solutions
showed that the AP-mica surface is modified rather uniformly
(34), clustering of AP-groups may take place. It is possible that
such irregularities lead to formation of DNA molecules with a
rosette-like shape that were observed in Fig. 1.
We have shown that imaging of dried samples gives results

very similar to those obtained by imaging in solution. However,
before drying, we rinsed the specimens with water to remove
salt components, the step that may result in changes of the
DNA geometry. But we have shown that mobility of DNA at
AP-mica is a rather slow process. For example, it took almost
10 min to observe the change in the conformation of a mini
circle in Fig. 4 (TE buffer). Because the rinsing step typically
lasts less than 1 min, the molecules do not have sufficient time
to change their conformations. In addition, rinsing with water
is accompanied by increase of the Debye length and conse-
quently leads to stabilization of DNA–AP-mica links and thus
to further slowing of the desorption process. However, a local
movement of DNA segments may occur even during a short
period of time. This local mobility may explain why the regions
of close contacts between DNA segments for dry samples are
shorter than those observed for samples imaged in buffer
solutions (cf. Figs. 2 and 5B).
The fact observed in this paper that the shape of supercoiled

DNA is very sensitive to ionic strength is consistent with the
results of Monte Carlo computer simulations (15, 16, 18).
Moreover there is a striking similarity between our data and
the theoretical data of (15, 16) in terms of shapes of molecules
at low and high salt concentration conditions. However, our
data show that winding of DNA molecules into plectonemic
superhelix at physiological ionic conditions (high salt solution)
is accompanied by the formation of regions of tight contacts
between DNA helices. The simulated molecules do not have
these features. The regions of close DNA–DNA contacts are
easily identified and can hardly be attributed to artifacts of the
DNA–substrate interactions. The formation of the region of
extensive DNA–DNA contacts (called collapsed DNA) was
observed in cryo-EM images of supercoiled DNA vitrified
from the solution containing 10 mM Mg21 (23, 24). Our
experiments (unpublished work) indicate that the supercoiled

FIG. 4. AFM images of an individual DNA molecule, demonstrat-
ing segmental movement of the molecule at the solid–liquid interface.
The images were taken in TE buffer with 80 mM NaCl. The images in
B and C were taken 9 and 39 min, respectively, after the image in A
was recorded. The regions of close DNA–DNA contacts are indicated
with arrows.

FIG. 5. AFM images of a dried sample taken in air. Deposition from TE buffer (A) and from 160 mM NaCl in TE buffer (B). Both images
were taken over a 950 3 950 nm area.
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loops in the presence of Mg ions are also often separated by
the regions of tight DNA–DNA contacts, although the effect
is less than that observed in cryo-EM studies (24). Electrostatic
repulsion of the DNA strands can be overwhelmed by their
attraction at high ionic conditions and in particular in the
presence of divalent and multivalent cations (for a recent
review, see ref. 44 and references therein). This effect of
cations may be increased by DNA supercoiling. Although
neutralization of phosphate charges is the main requirement
for formation of close DNA–DNA contacts, bringing DNA
segments into close proximity is an entropically unfavorable
process. The regions of tight DNA–DNA contacts were found
in theoretical works (17, 18) that use the B-spline chain
representation of the DNA helix. But direct computations
performed by Vologodskii and Cozzarelli (15) showed that the
Monte Carlo results are quite insensitive to the type of
modeling of the DNA chain. Therefore, other assumptions
made in refs. 17 and 18 are responsible for the difference
between the results obtained in these works and those in refs.
15 and 16. Supercoiling of DNA may compensate correspond-
ing entropic costs. We think that future AFM experiments with
DNA molecules with a specific number of supercoils (individ-
ual topoisomers) and the direct comparison of these results
with computer simulations would be extremely helpful in
understanding this specific phenomenon as well as many other
structural and energetic features of supercoiled DNA. The
majority of computer models of supercoiled DNA do not deal
with the effects of the DNA sequences. However, it is well
known that intrinsically curved DNA regions or regions with
enhanced flexibility are important elements of regulatory
regions, sites for binding of specific proteins and for DNA
folding (1). Progress has been recently made in theoretical
modeling of the effect of curved elements on structure and
intramolecular motion of supercoiled DNA (45–48). Because
AFM is capable of monitoring the intramolecular dynamics of
DNA, the study of the effects of curved elements on structure
(DNA branching in the first place) and dynamics of super-
coiled DNA is a challenge for AFM in situ.

CONCLUSIONS
The AFM experiments demonstrate directly that the tertiary
structure of supercoiled DNA changes easily and is dramati-
cally affected by variations in ionic strength. Our data show
that winding of DNA molecules into plectonemic superhelices
is accompanied by formation of regions of close contacts
between DNA helices. Formation of such close contacts is
required in DNA recombination and long-range transcription
regulation processes. Furthermore, the observed ability of super-
coiledDNA to easily change shapemay, by increasing the number
of possible DNA–DNA contacts, accelerate searching, orienta-
tion, and recognition of interacting regions. Therefore, the fea-
tures of supercoiled DNA discussed in this work may be of help
in explaining the role of DNA supercoiling in genetic processes,
as widely discussed in literature (1–24). Finally, it is important to
note that our results were obtained using AFM, a method new to
structural biology. Our sample preparation procedure (30–34),
permitting high-resolution imaging of biological objects in situ at
broad ionic conditions, including physiological ones, opens new
areas of applications of AFM in situ to biological studies, e.g.,
direct high-resolution imaging of biochemical processes.
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